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Almost all theories of human development acknowl-
edge some role for experience-dependent changes in be-
havior, representation, and thinking with age. Because
of the legacy of antipathy toward the behaviorists, these
experience-dependent changes have not always been de-
scribed as learning. It is clear, however, that learning
does play a central role in development and that learn-
ing in development is not limited to associative learning.
In our studies of infant learning we have a special in-
terest in how the mechanisms of learning interact with
the demands of development.

We must �rst recognize that the learning mechanisms
used during development are probably varied and de-
pendent on the situational context. Some situations
involve perceptual learning, others involve learning to
solve problems, and still others primarily involve as-
sociative learning. As we expand our investigations of
learning, we are likely to discover di�erent ways children
learn during development. A situation that we have s-
tudied is motor or action learning. In this case, the
child is situated in a particular context and encouraged
to make some movement or take some action. We have
been particularly interested in how a child learns to
control and exploit the dynamics of their body and the
world to achieve their goals. A key di�erence between
our view and the view of other investigators is that we
hypothesize that learning is driven by the attainment
of goals and that behavior is not simply emergent or
self-organizing.

Action learning has typically been characterized as
interactive or exploratory learning. These terms are of-
ten used descriptively and o�er limited insight into the
processes of learning. In the interactive or exploratory
learning task, the child is placed in a situation where
they are expected to solve the task or generate some be-
havior on the basis of interaction with the environmen-
t. Freedland and Bertenthal (Freedland & Bertenthal
1994) and Siegler (Siegler 1994) have suggested that
these tasks involve a variation and selection approach,
where the child generates various actions and then re-
peats actions that led to solutions. One important as-
pect of these actions is that they cannot be the result
of random variation-there are far too many possible ac-
tions that could be considered. Somehow, the child is

able to generate a small set of appropriate actions upon
which selection can act (Siegler 1994).

A second way of theorizing about interactive learn-
ing has been presented by Dynamic Systems Theory
(e.g., (Thelen & Smith 1994)). This view characterizes
the child and the environment as a dynamical system
that has several modes of operation. A major advan-
tage of this view is its emphasis on the dynamics of the
composite system of the actor and environment. These
dynamics should not be seen as something to be over-
come, but as something to be exploited. In learning
to act, humans typically �nd solutions that exploit the
basic dynamics of their situation and �nd low-energy
solutions (Turvey & Fitzpatrick 1993).

Thelen and Smith (Thelen & Smith 1994) view de-
velopment as a series of transitions between stable at-
tractors, each representing modes or styles of action.
Solutions are said to arise by self-organization, in much
the same way that atmospheric events self-organize to
produce global weather. The driving force in the gener-
ation of solutions is the underlying system's dynamics.

However, we believe that as important and merito-
rious as this view is, it misses an important aspect
of infant development. If nothing else, work in devel-
opmental psychology over the last decades emphasizes
the active nature of infant behavior. Infants are ac-
tive problem-solvers engaged in a wide variety of goal-
directed behavior ((Bruner 1973), (Gibson 1988), (Pi-
aget 1952), (Piaget 1954),(Willats 1990)). They explore
the dynamical properties of their bodies and their en-
vironments and discover how they can bring about and
maintain interesting events, situations, or sensation-
s (e.g., (Bower 1989), (Rovee-Collier 1987), (Watson
1972)). Infants from the earliest ages show behavior
that is goal-directed and is organized to secure certain
ends. This is not to say that all behavior that is goal-
directed involves the explicit representation of a prob-
lem with a speci�ed goal and a period of planning to
obtain that goal. As Piaget's discussion of the prima-
ry circular reaction makes clear, behavior that leads to
interesting results will be repeated without any explicit
knowledge on the part of the infant of the connection
between the behavior and the interesting result.

We believe that Dynamical Systems Theory could be



substantially improved if the role of the infant as an
active learner is more clearly emphasized. One way to
accomplish this end involves the traditional concept of
control. However, the views of control that seem most
common are not appropriate and are often misleading.

Control

In the most familiar type of control, a controller wants
system's output to stay close to a given set-point, or
to closely track a given reference trajectory, in the face
of disturbances. These are called regulation and track-
ing problems respectively. Most of control theory and
practice focuses on these problems, where it is assumed
that the set-point or reference trajectory is provided by
some unspeci�ed seat of intelligence. This assumption
is one of the reasons that this type of control has limit-
ed relevance to development (Sporns & Edelman 1993).
How could a developing infant obtain all the set-points
and reference trajectories that it needs?
Another shortcoming of regulation and tracking con-

trol is that the desired behavior does not take the nat-
ural dynamics of the controlled system into account.
Reference trajectories are typically created without re-
gard for the system's dynamics, and the controller's job
is to \force" the system to follow the given reference
trajectory. The objective is for the controller to make
system do what the controller wants the system to do,
independently of what the system might want to do on
its own. This is another reason that many researchers
regard regulation and tracking control as having little
relevance to biological motor control, where there is am-
ple evidence that a system's natural dynamics are often
exploited rather than suppressed (e.g., (Turvey & Fitz-
patrick 1993)).
These are compelling reasons to reject regulation

and tracking as particularly useful formalisms, or even
metaphors, for motor development. However, control is
much more general than regulation and tracking. De-
spite its preoccupation with these more common types
of control problems, control theory addresses a wide va-
riety of other types of problems and techniques. Most
relevant to development, we argue here, are optimal
control problems and the collection of methods that
have been developed for solving them (or for approx-
imating their solutions).
The objective of an optimal control problem is to ar-

rive at a means of interacting with a dynamical system
that is best-optimal-according to some given way of e-
valuating the system's behavior over time. One kind
of optimal control problem, for example, requires in-
teracting with a system to make it go from an initial
state to a goal state in a way that maximizes a given
objective function (or minimizes a given cost function).
For instance, in placing a satellite into orbit, the ob-
jective would be to achieve the �nal desired orbit while
minimizing the amount of fuel used to get there. In
contrast to a tracking problem, where the desired tra-
jectory is given, here the trajectory is part of the so-
lution: it is the result of controlling the system in the

optimal way; it is not an explicit part of the problem
de�nition. Moreover, it is essential in optimal control
for the controller to take advantage of the controlled
system's natural dynamics. Indeed, taking full advan-
tage of a system's dynamics is often the very essence of
the problem (as, for example, in using a planet's grav-
itational pull to accelerate a spacecraft most eÆciently
toward a new destination).
Many optimal control problems are so hard to solve

that one usually has to settle for approximate solutions,
something that is true in the biological context as well.
We are more interested in mechanisms that successive-
ly improve behavior (according to some objective func-
tion) than we are in optimal behavior, which is unlikely
ever to be achieved.
But what does the control view add that is missing

from the Dynamics Systems Theory? To us, the key is
that a system can \want" another system to behave in
a certain way. With the framework of optimal control,
the desired system's behavior is not completely speci�ed
in terms of a desired state or trajectory; it is determined
by an iterative process that approaches a goal for which
no explicit structural description needs to be available.
In a human developmental context, this allows for the
possibility that the actor, the child, has implicit objec-
tives and goals that are organizing the child's behavior.
This view of control focuses attention on the approach
toward the �nal objective, the goal, and not on the gen-
eration and following of pre-planned trajectories. We
will next show how the concept of control can improve
our insight into two developmental situations.

Early control of reaching movements

The basic facts describing the development of human
reaching have been know since Halverson (Halverson
1931). Human infants make arm movements at birth
that are directed towards objects in the environmen-
t (von Hofsten 1982). Around 15 weeks-of-age, in-
fants become able to reliably reach out and touch s-
mall toys presented in their workspace (e.g., (Thelen
et al. 1993),(Berthier et al. 1999)). In the succeeding
weeks and months, infants improve the quality of their
reaching so that reaching becomes reliable and smooth
(von Hofsten 1991). By 1 to 2 years-of-age infants be-
come able to reliably grasp objects in a manner that
is appropriate for manipulation (McCarty, Clifton, &
Collard 1999).
Even though this normative description of the de-

velopment of reaching has been available, it has only
been in the last decade that progress has been made in
understanding why human infant reaching follows the
observed developmental trajectory. After analysis of a
dense longitudinal data set, Thelen et al. (Thelen et
al. 1993) argue that one of the primary aspects of the
development of reaching is the infant's mastery of the
intrinsic dynamics of the body. They note that dif-
ferent infants start with di�erent general energy levels,
with some infants being very active and energetic, and
others showing very dampened movements. The devel-



opment of both types of infants converge on a reaching
pattern that results in smooth, accurate movements.
While Thelen et al. (Thelen et al. 1993) argue that
this pattern was evidence for self-organization of a dy-
namical system, we would argue that the developmental
sequence is driven by the goal-directed nature of the in-
fant's behavior. Infants might initially have the goal of
simply obtaining the goal object. Di�erent infants, in
the context of their own dynamical proclivities, might
attain this goal in di�erent ways. Later after the infan-
t can reliably obtain objects, infants adjust their goal
so that it becomes \attain the object with the least
e�ort." Instead of simply saying the dynamical sys-
tem self-organizes as do Thelen et al. (Thelen et al.
1993), we argue that the infant's goal combined with
the infant-environment dynamical system de�nes an op-
timal control problem. Infants approximate solutions
to the particular problem using exploratory learning in
much the same way that incremental methods for ap-
proximating solutions to optimal control problems im-
prove the behavior of a system and its controller.
A recent investigation by Berthier et al. (Berthier et

al. 1999) examines the reaching of a group of young
infants who are just learning to reach for and contact
objects. The investigation focused on an aspect of ex-
ploratory learning that is problematical. In the context
of learning to control a dynamical system as compli-
cated as a human arm, exploratory learning methods
could fail because of the immense complexity of the s-
pace that must be searched for solutions and because
exploratory learning might cause movements of the arm
and body that might damage the infant.
Berthier et al. (Berthier et al. 1999) found that

beginning reachers adopted a pattern of reaching with
the elbow locked, presumably because of muscular co-
contraction. This pattern vastly simpli�es the learn-
ing problem that must be solved by the exploratory
learning algorithm by reducing the number of degrees-
of-freedom to be controlled, by simplifying the dynam-
ical system to be controlled, by improving the quality
of feedback from movement, and by reducing the likeli-
hood of damage to the arm. These simpli�cations make
it reasonable to assume that simple exploratory learn-
ing methods might be e�ectively employed to solve the
initial problems involved in learning to reach.

Controlling a dynamical system: The Jolly
Jumper

The Jolly Jumper is a device consisting of an elastic-
type spring, suspended from a ceiling or door frame,
with a supporting harness in which the infant sits.
Gravity exerts a downward force; the Jumper pulls up-
ward when the elastic is stretched, and the infant can
provide an additional upward force when the feet are
on the oor and the legs kick outward. Gold�eld et
al., (Gold�eld, Kay, & Warren 1993) have studied the
behavior of human infants as they learn to bounce in
the device. We used simulations of an infant interact-
ing with the device to investigate how optimal control

methods might be used to understand infant learning.
Following Gold�eld et al. (Gold�eld, Kay, & Warren
1993), we modeled the infant as a mass-spring sys-
tem. The legs of the infant were represented by a single
spring, and the infant's kicking movements were repre-
sented as changes leg-spring sti�ness. To simplify the
task, we allowed the infant only two levels of sti�ness
so that at each time step the infant decides whether to
\kick" or \relax" its legs.
We had two goals in this research: First, we wished

to determine if optimal control policies led to behav-
ior of the model system that resembled infant behav-
ior. Second, we sought to determine if on-line learning
methods, such as reinforcement learning (RL(Berthier
1996)), that lead to approximate optimal control poli-
cies also lead to control policies that parallel infant be-
havior. An interesting question in regard to the latter
is whether the trajectory of learning using the on-line
learning algorithms was a realistic model of human in-
fant learning.

Optimal Control of the Jolly Jumper. We inves-
tigated several objective functions. (1) bouncing quick-
ly, (2) absolute acceleration, (3) absolute distance from
equilibrium, and (4) total energy (i.e., kinetic plus po-
tential). The resulting optimal control problems were
simple enough to solve using a standard method known
as dynamic programming. The solutions reveal that all
four objective functions lead to virtually identical op-
timal policies. In each case, height, velocity (kinetic
energy), acceleration, and total energy are maximized
by kicking the legs during upward movements and re-
laxing them on downward movements. Second, because
the optimal policy selects actions as a function of move-
ment direction (i.e., velocity sign), it is automatically
phase-dependent. This phase dependence means that
the kicking actions of the legs and the oscillations of
the jumper-infant system are guaranteed to be in res-
onance.and solved for the optimal control policy using
dynamic programming.
An additional consequence of phase dependence is

that the optimal policy also exhibits both stable
limit cycle behavior and resistance to perturbations.
Position-velocity phase plots of an jumper-infant sys-
tem that maximizes its kinetic energy show that its be-
havior displays a stable limit cycle, returning to the
same oscillation pattern reaches by a jumper that be-
gins at equilibrium.

On-line Learning. Dynamic system theorists stress
the importance of learning by exploration. The distri-
bution of random actions over time plays a central role
in dynamic systems accounts of motor skill acquisition.
The idea of \self-organization" can be misinterpreted to
suggest that dynamic modes of activity are uniquely de-
termined by the physical task constraints, and require
only disorganized, random activity in order to be gener-
ated. Purely random or spontaneous actions, however,
may not be suÆcient for discovering and then main-
taining even weakly stable dynamic patterns. Rather,
some type of selection mechanism must operate in par-



allel with the generation of exploratory actions.
Many computational methods exist that have these

properties, and some of them can be used to successive-
ly approximate solutions to optimal control problems.
Some of these take the form of relatively simple on-
line learning algorithms called reinforcement learning
algorithms (Sutton & Barto 1998). Some of these algo-
rithms have been shown to eventually lead to the same
optimal control solutions that are computed by dynam-
ic programming methods, if operating under suitable
conditions. We are exploring the suitability of these
algorithms as models of the mechanisms infants might
use for goal-directed learning.
The Jolly Jumper provides a good starting point.

Our purpose is not to propose a speci�c model of in-
fants as they learn to bounce, but rather to provide
a basic example of the how trial-and-error learning can
work when applied to a particular dynamic system. We
used a speci�c reinforcement learning algorithm called
\Sarsa" (Sutton & Barto 1998), which uses experienced
sequences of states, actions, and rewards to estimate
the long-term value of doing each action in each state.
These estimated values then form the basis of the con-
troller's decision-making process.
The jumper-infant system is placed in equilibrium

(e.g., at a height of 25 cm, with an zero initial veloci-
ty and acceleration), and then the system is given un-
limited time to explore the e�ects of both kicking and
relaxing its legs. Rewards were de�ned in accord with
the di�erent objective functions described above. For
example, the rewards can be set so that the goal of the
learning process is to maximize the long-term kinetic
energy of the jumper-infant system. We can also study
learning under a variety of other types of rewards that
are perhaps more plausible in terms of what an infant
can sense. Although the performance of the jumper-
infant system does not become optimal (as compared
with the solution computed by dynamic programming),
it learns to produce actions well-synchronized with the
movements of the jumper, approximating the optimal
strategy of kicking during upward movements and re-
laxing during downward movements. This type of be-
havior is not the result of self-organization; it arises due
to an active selective mechanism operating on behav-
ioral variety.
Studies of this kind show show that the concept of

control does not need to rely on pre-de�ned set points
or reference trajectories. It can be goal-directed in more
general ways that, we think, are well represented by
the optimal control framework. Moreover, despite the
computational diÆculty of solving most optimal control
problems, there are relatively simple on-line trial-and-
error learning algorithms that can cause behavior to
improve toward optimal control solutions that exploit
natural dynamics.
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